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Abstract. In this paper, we investigate the Hausdor� dimension of the accumulated

point set by the orbit of a discrete subgroup of hyperbolic isometries, and obtain
certain conditions for in�nitely generated groups when the Hausdor� dimension is

strictly less than the dimension of the sphere at in�nity of the hyperbolic space.

x1. Introduction

There are several geometric interpretations of the Hausdor� dimension of the
conical limit set �c(�), a set of points where the orbit by a Kleinian group � accu-
mulates non-tangentially, via the critical exponent of convergence of the Poincar�e
series, such as the base eigenvalue in the L2-spectra for the hyperbolic Laplacian
and the hyperbolic isoperimetric constant on the hyperbolic manifold. However we
do not know well how the Hausdor� dimension of the entire limit set �(�) reects
the geometric structure of the manifold. For a geometrically �nite Kleinian group
�, the Hausdor� dimensions of �c(�) and �(�) are coincident, but in general they
are not. In this paper, we shall estimate the Hausdor� dimension of the entire �(�)
by using certain geometric values for in�nitely generated Kleinian groups. (In the
case D = 1, we especially call � a Fuchsian group.)

First we consider a necessary condition under which the limit sets of Kleinian
groups � acting on the (D+1)-dimensional hyperbolic space (D � 1) have the Haus-
dor� dimension D. We shall obtain the following result, generalizing an argument
due to Tukia [13] for geometrically �nite groups of the second kind.

Proposition 1. Let � be a Kleinian group acting on the upper half plane HD+1.
If there is a positive constant L such that any point of the convex core C� of the
orbifold N� = HD+1=� is within the distance L of the boundary @C�, then there is
a constant � 2 (0;D) depending only on L and D such that dim�(�) � � < D,
where dim�(�) is the Hausdor� dimension of the limit set of �.

Furthermore we loosen the assumption of this proposition to a certain extent;
specifying a removable set in N�, which is a disjoint union of certain regions of
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simple structure, we can derive the same conclusion if the convex core except the
removable set is within the distance L of the boundary of the convex core. For the
sake of simplicity, we state this result for Fuchsian groups as Theorem 1 in x2 and
give a proof in x3. Higher dimensional generalization is obtained by the same proof,
and thus we just state it as Theorem 3 in x5.

We show corollaries to these theorems in x5 and x6. They are concerning the
Hausdor� dimension and the D-dimensional measure of the limit sets of Schottky
groups generated by in�nite circle packings.

In the opposite direction, we obtain a su�cient condition for the limit sets of
Fuchsian groups to be of dimension 1, as an application of the recent work by
Bishop and Jones [1]. Roughly speaking, if there is a sequence of points going away
from the boundary of the convex core and the boundary (possibly with in�nitely
many components) is not so large, we see that the limit set is of the dimension 1.
A proof is in x4.

In x7, we show concrete examples of Fuchsian groups and Kleinian groups which
satisfy that dim�c(�) < D but dim�(�) = D whereas the D-dimensional measure
is zero. These examples indicate that our method of proving dim�(�) = D is
not sharp yet. We illustrate our theorems with Fuchsian models of certain planar
Riemann surfaces in x8. In the last section, we give a brief summary of results
and a problem concerning the Hausdor� dimension of in�nitely generated Kleinian
groups.

x2. Results for Fuchsian groups

We consider the Hausdor� dimension of the limit set �(�) (� R̂ = R[ f1g) of
a Fuchsian group � acting on the upper half plane H2. We do not assume that �
is �nitely generated. The upper half plane is equipped with the hyperbolic metric,
and then � is a properly discontinuous isometry group. The quotient hyperbolic
orbifold is denoted by N�. The hyperbolic distance between x and y is denoted by
�(x; y). For the sake of simplicity, we may assume that � has no elliptic elements,
in other words, N� is a hyperbolic Riemann surface, but this is not essential and
can be removed. The Hausdor� dimension of the limit set is denoted by dim�(�).
It is a kind of index to measure how large the ideal boundary of N� is relatively to
the border (R̂ � �(�))=�. But this border is at in�nity in the sense of hyperbolic
geometry; useful is to consider the relative boundary of the convex core C� of
N� instead of the border. Here C� is the smallest convex subregion of N� whose
inclusion map induces homotopy equivalence. Concretely it is the quotient by � of
the convex hull C(�(�)) of the limit set.

First we show a condition under which dim�(�) is strictly less than 1. For a
Fuchsian group � of a compact bordered surface, the convex core C� is compact
and dim�(�) < 1 is satis�ed. Even if C� is not compact but if its boundary
@C� is so large that any point of C� is within a bounded distance of it, we can
deduce the same conclusion. This is our proposition mentioned in the introduction.
However this assumption is too restricted; cusps of N� (parabolic elements in �)
always violate the assumption while they do not seem to have much inuence to
the Hausdor� dimension. In fact, for a �nitely generated Fuchsian group of the
second kind, dim�(�) is strictly less than 1. We may allow a region with simple
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structure as well as a cusped region even if it is far from @C�. We precisely de�ne
it as a removable set and state Theorem 1 below.

De�nition. For a Fuchsian group �, we say a disjoint union of regions A =S
n2NAn in H2 is removable if it satis�es the following conditions:

(a) Each An is a simply connected open set in H2 which is either a hyperbolic

disk, a horodisk tangential to R̂ or a neighborhood of a complete geodesic
within a constant distance.

(b) The set A is invariant under �.

Theorem 1. Let � be a Fuchsian group acting on the upper half plane H2. If there
is a positive constant L and a removable set A for � such that any point of the
convex hull C(�(�)) is in A or within the distance L of the boundary @C(�(�)),
then there is a constant � 2 (0; 1) depending only on L such that the Hausdor�
dimension of the limit set of � satis�es dim�(�) � � < 1.

Our next problem is to �nd a su�cient condition for dim�(�) to be 1. In
general, the estimate of the Hausdor� dimension from below is more di�cult than
from above. In a recent work [1], Bishop and Jones have deduced that �(�) is
in the full dimension by showing that the Lebesgue measure of �(�) is positive.
Their proof is originally for Kleinian groups but of course it is also applicable
to Fuchsian. They deal with analytically �nite groups but here we modify their
argument to analytically in�nite cases.

Theorem 2. Let N� be a Riemann surface of in�nite topological type and let
fcngn=1;2;::: be the components of the boundary of the convex core @C� � N�.
If the hyperbolic lengths l(cn) satisfy

X
n

l(cn)
1
2 <1 ;

then the Hausdor� dimension of the limit set of � is equal to 1.

x3. Proof of Theorem 1

This section is entirely devoted to a proof of Theorem 1. The argument is based
on Tukia's paper [13] but several improvements are added.

To begin with, we �x notation used in the proof. We denote by K the set of all
the closed intervals Q in the real axis R. For Q 2 K, let aQ and bQ be the end
points of Q and d(Q) the length bQ � aQ. For Q 2 K and an integer q 2 N, we
de�ne K(Q; q) (� K) as the set of q number of subintervals of Q which are obtained
by dividing it equally.

The following are de�ned for an interval Q and for a given positive constant L,
however we omit the index L, for it does not change in the proof. We take two
points �Q and �Q in H2 so that their real coordinates satisfy

Re�Q = (3aQ + bQ)=4 and Re�Q = (aQ + 3bQ)=4

and the hyperbolic distance from �Q (�Q) to the geodesic fRe z = aQg (fRe z = bQg
respectively) is 2L. Then we denote the closed rectangle with four vertices at z =
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(aQ; 0), (bQ; 0), (bQ; Im�Q) and (aQ; Im�Q) by Q+. Note that for any Q and
Q0 in K, Q+ and Q0+ are equivalent under an euclidean similarity. We de�ne a
positive number k independent on Q as the ratio of the lengths of the vertical
side to the horizontal side of Q+. A smaller closed rectangle in Q+ with vertices
at z = �Q, �Q, (Re�Q;

1
2kd(Q)) and (Re�Q;

1
2kd(Q)) is denoted by Q�, where

kd(Q) = Im�Q = Im�Q (Figure 1).

We call this Q� the face of Q. For 0 � s � t � 1, Q[s;t] is a part of Q+ between
the horizontal lines Im z = skd(Q) and Im z = tkd(Q) including the lines. Set
Q = Q[1;1]. Let l = l(L) be the hyperbolic diameter of Q.

figure 1. rectangle Q+

Here we show a simple but crucial lemma in our argument. Let A =
S
n2NAn

be the removable set. Due to a technical reason, we thin out each An by L; we
consider the region

Bn = f z 2 An j �(z; @An) > L g

for each n. This may be empty. Set B =
S
n2NBn. Then we have the following:

Lemma 1. Under the same assumptions as in Theorem 1, we have an integer
q = q(L) satisfying the condition that, for any interval Q 2 K with Q� 6� B, there
is Q0 2 K(Q; q) such that Q0 \ �(�) = ;.

Proof. We may assume that Q� � C(�(�)). Let qQ be the minimal integer for
which there is Q0 2 K(Q; qQ) with Q0 \ �(�) = ;. Put

tQ = inff t > 0 j @C(�(�)) \Q+ � Q[0;t] g:

It is clear that if qQ tends to 1 then tQ tends to 0. Suppose that tQ is so small
that

�(z; @C(�(�)) \Q+) > 2L

for every z 2 Q�. On the other hand, we see

�(z; @C(�(�))�Q+) > 2L

because the shortest geodesic from z to @C(�(�))�Q+ must go across one of the
geodesics fRez = aQg and fRez = bQg. Therefore �(z; @C(�(�))) > 2L for any
z 2 Q� (Figure 2). But this is a contradiction because �(z; @C(�(�))) � 2L for
z 2 Q� �B by the assumption. Thus qQ is uniformly bounded. �

figure 2. distance from Q�
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Hereafter we �x this integer q = q(L), and continue several de�nitions. For
Q 2 K, we de�ne a subset of the indices for the removable regions as

IQ = fn 2 N j Bn \Q[ 1q ;
1
q ]
6= ; g ;

and set B(Q) =
S
n2IQ

Bn. Since fAng are mutually disjoint and since Bn disap-

pears for a thin An, we see that there is an integer N = N (L) such that #IQ � N
for any Q 2 K.

We de�ne the following set of subintervals of Q:

L(Q) = fQ0 2
1[
i=0

K(Q; 2iq) j Q0 satis�es (d) and (m) g ;

where

(d) Q0 \ �(�) 6= ; and Q0� 6� B(Q);
(m) there is no Q00 2

S1
i=0K(Q; 2

iq) such that Q00 contains Q0 properly and
satis�es the condition (d).

Moreover, we set
L0(Q) := L(Q)�K(Q; q):

For each Bn, we de�ne its base point(s) vn 2 R̂ as follows: For a horodisk, vn is
the tangential point; for a hyperbolic disk, vn is the vertical projection point of its
center; for a neighborhood of a complete geodesic, there are two base points v+n and
v�n which are the end points of the geodesic. We denote by V the set of all the base
points for B and by VQ the set of those for B(Q). Note that #VQ � 2#IQ � 2N .

Now we prepare two lemmas.

Lemma 2. The intervals L(Q) = fQ0g cover Q \ (�(�)� VQ).

Proof. Take an arbitrary point x in Q \ �(�). If no intervals in L(Q) cover x, we
have an in�nite chain of the faces fQ0

�; Q
1
�; : : : ; Q

i
�; : : : g which are all contained in

B(Q) and converge to x, where Qi 2 K(Q; 2iq) and Qi � Qi+1 (Figure 3). But since
the chain is connected, this is possible only if the chain is contained in one of the
elements of B(Q) and hence x must be its base point. This proves the lemma. �

figure 3. chain of faces

Lemma 3. For any Q0 2 L(Q), we have Q0� 6� B.

Proof. IfQ0 2 K(Q; q), thenQ0� has the intersection withQ[ 1q ;
1
q ]
. Thus the condition

Q0� � B implies Q0� � B(Q). If Q0 2 L0(Q), then Q0 2 K(Q; 2jq) for some j � 1,
and thus there is Q00 2 K(Q; 2j�1q) such that Q00 � Q0. Since Q0 satis�es the
condition (m), Q00 does not satisfy (d). From Q00 \ �(�) 6= ;, we see Q00� � B(Q).
Namely, there is Bn for some n 2 IQ such that Q00� � Bn. Since Q

00
� \ Q0� 6= ;, the

condition Q0� � B actually implies Q0� � Bn � B(Q). �
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Regarding L as an operator for the intervals, we construct the hierarchy of
coverings of �(�) � V inductively. Without loss of generality, we may assume
1 =2 �(�). First, we choose L0 as a set of just one interval that contains the whole
�(�). For i � 0, we de�ne

Li+1 =
[

Q2Li

L(Q):

By Lemma 2, we know Li covers �(�)� V for every i � 1.
At this stage, we have the following result as a consequence of Lemmas 1, 2 and

3.

Corollary 1. Let � be a Fuchsian group satisfying the assumption of Theorem 1.
Then the 1-dimensional measure of �(�) is zero.

Proof. By Lemma 1 and the de�nition of L(Q), if Q 2 K satis�es the condition
Q� 6� B, then X

Q02L(Q)

d(Q0) � (1�
1

q
)d(Q):

Any Q 2 Li (i � 1) holds the condition Q� 6� B by Lemma 3, and thus

X
Q02Li+1

d(Q0) � (1�
1

q
)
X
Q2Li

d(Q):

Since Li covers �(�)� V for every i � 1 by Lemma 2 and since V is countable, we
see the 1-dimensional measure of �(�) is zero. �

Remark. We have not yet utilized the condition (a) of the removable regions about
the shape (disk, horodisk and geodesic neighborhood). Hence we may choose each
An to be a domain in H2 whose euclidean closure intersects R with zero measure,
only for the purpose of Corollary 1. We shall discuss this later in x6.

However we need more in order to prove Theorem 1.

Lemma 4. There are positive constants � and c strictly less than 1 depending only
on L such that X

Q02L(Q)

d(Q)� � cd(Q)�

for any Q 2 K with Q� 6� B.

In the proof below, we need the following observation.

Lemma 5. If Q0 2 L0(Q), then there is an index n = n(Q0) 2 IQ such that Q0 is
within the distance l of Bn.

Proof. If Q0 2 K(Q; 2jq) for some j � 1, then there is Q00 2 K(Q; 2j�1q) such that
Q0\Q00� 6= ; and Q00� � B(Q), as is seen in the proof of Lemma 3. Since the diameter
of Q0 is l, we have the conclusion. �

Proof of Lemma 4. By change of scaling, we may assume that d(Q) = 1.
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Lemma 5 says that we can de�ne a map n : L0(Q)! IQ by the correspondence

Q0 7! n(Q0) such that Q0 is in the l-neighborhood of Bn(Q0). We will �nd an area
where this neighborhood can be.

First we assume that the component Bn = Bn(Q0) is a disk or a horodisk. Since
Bn 6� Q� whereas Bn \ Q[ 1q ;

1
q ]
6= ;, we see that the euclidean radius of Bn cannot

be so large. Hence there exists a constant m = m(L) > 0 independent on n such
that the l-neighborhood of Bn is over a parabola y = m(x � vn)

2 touching R at
the base point of Bn. Thus any point (x; y) 2 Q0 holds y � m(x� vn(Q0))

2 in this
case (Figure 4).

figure 4. size of Bn

Next we assume that Bn = Bn(Q0) is r-neighborhood of a geodesic for some

r > 0. We want to show that Q0 is either in the region y � m(x � v+n(Q0))
2 or in

the region y � m(x � v�n(Q0))
2, by choosing a smaller positive constant m instead

of the previous m if necessary. If r is uniformly bounded from above, this is easy.
Thus we have only to consider the case where r is greater than a su�ciently large
constant. Then, as in the previous case where Bn is a horodisk, Bn cannot be so
large in the euclidean sense. Hence we can �nd a desired constant m also in this
case.

Summing up, we have shown that, for any Q0 2 L0(Q), any point x 2 Q0 satis�es

(1) kd(Q0) � m(x� vQ0)2;

where vQ0 is either v+n(Q0) or v
�
n(Q0) according to the parabola over which Q0 lies if

Bn(Q0) is a neighborhood of a geodesic, and otherwise vQ0 is vn(Q0).

Next for arbitrary � 2 (0; 1q ) and v 2 VQ, we de�ne a subset of L0(Q) as

Lv(Q; �) = fQ0 2 L0(Q) j vQ0 = v; d(Q0) � � g

and the �nite union over v as

L(Q; �) =
[
v

Lv(Q; �):

For x 2 Q0 2 Lv(Q; �), the inequality (1) yields

(2) k� � kd(Q0) � m(x� v)2;

in other words,

Q0 � fx j jx� vj � (
k�

m
)
1
2 g:

Now we consider the sum of d(Q0)� for 0 < � < 1. By the above (2), we have
X

Q02Lv(Q;�)

d(Q0)� =
X
Q0

Z
Q0

d(Q0)��1dx

�

Z
jx�vj�(k�=m)1=2

f
m

k
(x� v)2g��1dx

=
2

2�� 1
(
k

m
)
1
2 ���

1
2 :

7



Hence by #VQ � 2N , we have

(3)
X

Q02L(Q;�)

d(Q0)� � 2N
2

2�� 1
(
k

m
)
1
2 ���

1
2 :

We describe here how to choose � and �. First choose � 2 (0; 1q ) so that

(4) 2N
2

2�� 1
(
k

m
)
1
2 ���

1
2 �

1

3q

holds for any � > 2=3. After this, choose � 2 ( 23 ; 1) so that

(5) �� � (1 +
1

3q
)�:

We �x them in the remainder.
Finally we consider the sum of d(Q0) taken over all the Q0 in L(Q). If Q0 2

L(Q)� L(Q; �), then d(Q0) > �. Hence by (5),

(6)
X

Q02L(Q)�L(Q;�)

d(Q0)� �
X
Q0

(1 +
1

3q
)d(Q0) � (1 +

1

3q
)(1�

1

q
):

Setting c = 1� 1
3q < 1, we obtain from (3), (4) and (6)

X
Q02L(Q)

d(Q0)� =
X
L(Q;�)

+
X

L(Q)�L(Q;�)

�
1

3q
+ (1 +

1

3q
)(1�

1

q
)

� 1�
1

3q
= c = cd(Q):

This completes the proof. �

From this lemma and the fact that each Li covers �(�) � V , we immediately
see that the Hausdor� dimension of �(�) is not greater than � in a similar way to
Corollary 1. Thus we obtain Theorem 1.

x4. Proof of Theorem 2

Theorem 2 is actually proved in the following form.

Theorem 20. Let N� be a hyperbolic surface of in�nite topological type whose base
eigenvalue �0(�) for the hyperbolic Laplacian is positive. Let fcngn=1;2;::: be the
components of the boundary of the convex core @C� � N�. If the hyperbolic lengths
l(cn) satisfy X

n

l(cn)
1
2 <1 ;
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then the 1-dimensional measure of the limit set of � is positive.

Indeed, for a complete hyperbolic manifold N�, the relation between the base
eigenvalue �0(�) and the critical exponent �(�) of the Kleinian group � is known
by the Elstrodt-Patterson-Sullivan theorem ([12]) as

�0(�) =

�
D2=4 �(�) � D=2

�(�)(D � �(�)) �(�) � D=2 :

And �(�) is equal to the Hausdor� dimension of the conical limit set �c(�). (See
[8] for Fuchsian groups and [1] for general Kleinian groups.) Hence if �0(�) = 0,
then dim(�(�)) � dim(�c(�)) = 1, and we have nothing to prove. Thus we may
assume that �0(�) > 0.

Further we can reduce Theorem 20 to the following result. The proof is going
along the same line as Bishop and Jones [1].

Theorem 3. Let N� be a hyperbolic surface such that �0(�) > 0. If there is an
in�nite sequence X = fxmgm2N of non-accumulating points in C� such that the
injective radii at xm are uniformly bounded away from zero and

X
n

l(cn)
� 1
2

Z
cn

exp(�
�0
2
�(X; y))ds(y) <1 ;

where ds is the hyperbolic line element, then �(�) has positive 1-dimensional mea-
sure.

Proof. Let p(x; y; t) be the heat kernel for N�. An estimate of its upper bound is
known as

0 � p(x; y; t) � C area(B(x; 1))�
1
2 area(B(y; 1))�

1
2 exp(�

�0
2
t�

�(x; y)2

5t
)

for �(x; y) � 1, where C is some constant and B(x; r) is a portion of N� within r
of x (cf. [1]). Let U be the edge of @C� of width 1 in the exterior of the convex
core. We de�ne Em as the expected time a Brownian motion started at xm spends
in U , namely,

Em =

Z 1

0

Z
U

p(xm; y; t)dm(y)dt ;

where dm is the hyperbolic area element. By the above estimate of the kernel and
the fact that area(B(xm; 1)) is bounded away from zero, we have

Em � C 0
Z
U

�
area(B(y; 1))�

1
2

Z 1

0

exp(�
�0
2
t�

�(xm; y)
2

5t
)dt

�
dm(y):

Here

Z 1

0

exp(�
�0
2
t�

�(xm; y)
2

5t
)dt =

Z �(xm;y)

0

+

Z 1

�(xm;y)

�
2

�0
(exp(�

�(xm; y)

5
) + exp(�

�0�(xm; y)

2
)) ;
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and since �0 � 1=4, this is bounded by

4

�0
exp(�

�0
2
�(xm; y)) �

4

�0
exp(�

�0
2
�(X; y)) :

We consider the integral majorant
R
U area(B(y; 1))�

1
2

4
�0

exp(��0
2 �(X; y))dm(y).

We can easily see that this integral over U is bounded by a constant multiple of the
line integral over @C�. Let cn be a component of @C�. There is a constant � > 0
not depending on n such that if y 2 cn, then area(B(y; 1)) � �l(cn). Hence

Z
U

area(B(y; 1))�
1
2 exp(�

�0
2
�(X; y))dm(y)

� C00
X
n

Z
cn

l(cn)
� 1
2 exp(�

�0
2
�(X; y))ds(y) ;

which is �nite by the assumption. Therefore by the dominated convergence theo-
rem,

lim
m!1

Z
U

area(B(y; 1))�
1
2 exp(�

�0
2
�(xm; y))dm(y)

=

Z
U

area(B(y; 1))�
1
2

�
lim

m!1
exp(�

�0
2
�(xm; y))

�
dm(y) ;

and since limm!1 �(xm; y)!1 for each y, we see Em ! 0 as m!1.
Assume that the 1-dimensional measure of �(�) is zero. This is equivalent to the

condition that the harmonic measure of the ideal boundary of C� is zero. Let � be
the union of the core curves in the annular components of U . Then this assumption
also implies that the hitting probability of a Brownian motion to � is equal to 1
not depending on the starting point xm. But the expected time a Brownian motion
starting at y 2 � spends in U is bounded away from zero independent on where y
is and thus the Markov property yields Em is also bounded away from zero. This
contradiction proves that the 1-dimensional measure of �(�) is positive. �

To prove Theorem 20 from Theorem 3, we have only to remark the following
lemma.

Lemma 6. In the convex core C� of a hyperbolic Riemann surface N� of in�nite
topological type, there is an in�nite non-accumulating sequence of points where the
injective radii are uniformly bounded away from zero.

Proof. There is a universal constant r0 > 0 such that each component of the thin
part of N� where the injective radius is less than r0 is either a cusp neighborhood or
an annulus. Since C� removed the thin part remains non-compact, we can choose
the required sequence. �

x5. Higher dimensional case

Tukia [13] proved that for arbitrary D � 1, the Hausdor� dimension of the limit
set of a (D+ 1)-dimensional geometrically �nite Kleinian group of the second kind
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is strictly less than D. Our proof of Theorem 1 is obtained by generalizing his
argument. For the sake of simplicity, we have proved it only for Fuchsian groups
(D = 1), however we can �nd that the dimension is a problem of no matter. In this
section, we just state the higher dimensional generalization of Theorem 1 without
proof.

De�nition. For a Kleinian group � acting on the (D+ 1)-dimensional hyperbolic
space HD+1, we say a disjoint union of regions A =

S
n2NAn in HD+1 is removable

if it satis�es the following conditions:

(a) Each An is a simply connected open set in HD+1 which is either a hyper-
bolic ball, a horoball tangential to @HD+1 or a neighborhood of a complete
geodesic within a constant distance.

(b) The set A is invariant under �.

Theorem 4. Let � be a Kleinian group acting on HD+1. If there is a positive
constant L and a removable set A for � such that any point of the convex hull
C(�(�)) is in A or within the distance L of the boundary @C(�(�)), then there
is a constant � = �(L;D) depending only on L and D such that the Hausdor�
dimension of the limit set of � satis�es dim�(�) � � < D.

As an application of this theorem, we can prove a result by Schwartz [11] concern-
ing the Hausdor� dimension of the limit set of a certain Kleinian group generated
by the reections with respect to in�nitely many circles. The result is true for any
dimension D+1 greater than or equal to 3, however we use (2+1)-dimensional ter-
minology in the statement and the proof; a ball is BD+1 = fx 2 RD+1 j jx�aj < rg,
a sphere @BD+1, a disk BD, a circle @BD and a segment BD�1.

Corollary 2. Let S = fSng1n=1 be a family of an in�nite number of circles with
mutually disjoint interiors in the euclidean space RD (D � 2), whose radii are
greater than k > 0 and less than K <1. Let � be a discrete group generated by the
reections with respect to S. Then there is a constant � = �(k;K;D) depending
only on k, K and D such that dim�(�) � � < D.

Proof. Let Ŝn be the hemisphere in HD+1 = f(x; t) jx 2 RD ; t > 0g spanning Sn
and P the common exterior of all the hemispheres fŜng. Since P is a fundamental
region of � in HD+1, we have only to consider the points in P for our problem
claimed below. Let t0 (� K) be the highest t-coordinate of the points on @P , and
consider the horoball A1 = f(x; t) j t > t0g. We may regard the union A = �(A1)
of the orbits as removable in our sense. Thus, by Theorem 4, if we show any point
of (P �A) \ C(�(�)) is within a distance L of the boundary @C(�(�)) depending
only on k, K and D , we obtain the desired result (Figure 5).

figure 5. hemispheres and @C(�(�))

First we consider an easier situation. Remark that there are no limit points
of � in the common exterior of S. We take an annular edge !n of width k=100
inside each circle Sn. If � has no limit points in

S
!n, the above claim is easy
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to prove. Indeed, for x in the common exterior of S, there is t1 � k=100 such
that z1 = (x; t1) 2 @C(�(�)); hence if z = (x; t) 2 (P � A) \ C(�(�)) has such x
coordinate, the hyperbolic distance from z to @C(�(�)) is not greater than

�(z; z1) � log
t0
t1
� log

100K

k
;

and otherwise z0 2 (P � A) \ C(�(�)) �nds such z within a bounded distance
depending only on k, K and D.

In case there is a limit point of � in
S
!n, say in !1, another circle, say S2,

must has the intersection with the reected image of !1 with respect to S1. This
means that the euclidean distance between S1 and S2 is less than about k=100, and
between them there is a narrow interstice where the other circles are forbidden.

The extreme case is when S1 and S2 are tangential at a point x. In this case,
even though x is a limit point of �, we can take doubly cusped disks R1 and R2

where there are no limit points, mutually tangentially at x and transversally to
S1 and S2. Moreover we can choose them uniformly large because the radii of the
circles are bounded from below by k. If a point z 2 (P � A) \ C(�(�)) goes away
from @C(�(�)), it must tend to RD, and in the present case it must tend to x in

a region bounded by four hemispheres Ŝ1, Ŝ2, R̂1 and R̂2. Since the region grows
thinner near x in the hyperbolic sense, and C(�(�)) is contained in the convex hull
C(RD � (R1 [ R2)), we see that �(z; @C(�(�))) ! 0 as z ! x. Let � be a �xed
positive constant. Then we can take a uniformly large euclidean neighborhood U
of x such that �(z; @C(�(�))) � � for z 2 U because R and R0 are uniformly large.
Outside U , we can apply the argument in the previous paragraph.

Even if S1 and S2 are not tangential yet, a similar argument works. We replace
the point xwith a segment l joining the �xed points of the hyperbolic transformation
that is the composition of the reections with respect to S1 and S2. Instead of the
cusped disks, we can take doubly truncated disksR01 andR

0
2 which are amalgamated

along l (Figure 6). As before, C(�(�)) is contained in C(RD � (R01 [ R02)), and
there is an euclidean neighborhood of l where �(z; @C(�(�))) � � for z 2 (P �A)\
C(�(�)). We can keep the radius of this neighborhood uniformly bounded away
from zero in the process to the extreme case because at the cusp it is uniformly
large as is seen above. Thus we can also apply the previous argument outside the
neighborhood, and �nish the proof. �

figure 6. between hemispheres

x6. The D-dimensional measure

We have remarked after Corollary 1 that we need not impose uniformity of the
shape upon a removable region in order to prove only the result of the corollary. In
this section, we state rigorously such a weaker assumption under which the nullity
of the D-dimensional measure of the limit set follows. As in the previous section,
our statement does not necessarily remain in the Fuchsian case any longer. Now
our task is to de�ne a generalized removable set for which the proofs of Lemmas 1,
2 and 3 work.
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De�nition. For a Kleinian group � acting on the (D+ 1)-dimensional hyperbolic
space HD+1, we say a disjoint union of regions A =

S
n2NAn in HD+1 is weakly

removable if it satis�es the following conditions:

(a0) Each An is an open set in HD+1 whose euclidean closure intersectsRD with
the D-dimensional measure zero.

(b0) The set A is invariant under �.

Theorem 5. Let � be a Kleinian group acting on HD+1. If there is a positive
constant L and a weakly removable set A for � such that any point of the convex
hull C(�(�)) is in A or within the distance L of the boundary @C(�(�)), then the
D-dimensional measure of the limit set of � is zero.

As a corollary to this theorem, we see the 2-dimensional measure of the limit set
vanishes for an in�nitely generated reection group with respect to a circle packing
of the complex plane with bounded valency. This result was �rst proved by He [5]
in the course of an argument about the order of the circle packing constant. We
state our result a little generally where we need not restrict ourselves to a circle
packing; a circle need not be tangential to another.

Corollary 3. Let S = fSng1n=1 be a family of an in�nite number of circles with
mutually disjoint interiors and without a point of accumulation in the euclidean
space RD (D � 2) which satis�es the following condition:

(u) There is a constant � > 1 such that, for any circle S 2 S, the ratio of the
distance between the center of S and that of any other circle to the radius
of S is greater than �.

Let � be a discrete group generated by the reections with respect to S. Then the
D-dimensional measure of �(�) is zero.

Proof. From the proof of Corollary 2, we maintain the notations; Ŝn is the hemi-
sphere in HD+1 spanning Sn and P is the common exterior of all the hemispheres
fŜng which is a fundamental region of � in HD+1. However, in the proof here, we
reset A1 = Int(P \ C(�(�))). Then we may regard A = �(A1) as weakly remov-
able because the euclidean closure of A1 intersects R

D only with tangent points of
the circles S, which are countable. Thus, by Theorem 5, if we show any point of
@P \ C(�(�)) is within a bounded distance of the boundary @C(�(�)), we obtain
the desired result.

We pick up any component Ŝ of @P and we have only to prove the above claim
for Ŝ\C(�(�)). We may change the scale so that the radius of S is 1. We choose an
exterior annular edge !0 of S with the width less than (��1)=2. Then the condition
(u) implies that if another circle has the intersection with !0, its radius must be
greater than (� � 1)=2. Thus radii of circles close to S are uniformly bounded
away from zero and the arguments in the proof of Corollary 2 are applicable. We
conclude that there is a constant L such that any point of Ŝ \C(�(�)) is within L
of @C(�(�)). �

If a circle packing of R2 has bounded valency, namely, the number of tangential
circles to any circle is uniformly bounded by a constant, the ring lemma [10] implies
that the packing circles satisfy the condition (u). Thus the result of He follows.
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x7. Examples for dim�c(�) 6= dim�(�)

We think that the assumptions of Theorem 20 and Theorem 3 are far from the
sharp condition for dim�(�) = 1 because their conclusion is that �(�) has positive
1-dimensional measure. In fact, we shall exhibit an example of a Fuchsian group �
with dim�(�) = 1, which is out of application of Theorem 20.

To construct such an example, we consider the hyperbolic isoperimetric inequal-
ity for a hyperbolic manifold N�. The Cheeger isoperimetric constant h(�) is
de�ned as

h(�) = inf
vol(@A)

vol(A)
;

where the in�mum is taken over all the relatively compact domains A in N� with
smooth boundary @A. When h(�) is positive, we say N� satis�es the hyperbolic
isoperimetric inequality. It is known that h(�) > 0 if and only if �0(�) > 0
(cf. Buser [2], Fern�andez and J. Rodr��guez [4]). Recall that these conditions are
equivalent to dim�c(�) < 1.

Theorem 6. There is a Fuchsian group � such that dim�(�) = 1, dim�c(�) < 1
and the 1-dimensional measure of �(�) is zero.

Proof. Our example � is a subgroup of a Fuchsian group for a closed Riemann
surface R0. First we construct a Riemann surface R1 = H

2=�1 such that the 1-
dimensional measure of �(�1) is zero and dim�(�1) = 1 as follows (Figure 7). We
take a Z-cover of R0 by cutting it along the meridian �0 of a handle and connecting
its copies in�nitely. Then we divide the Z-cover into the two parts by a copy � of �0

and replace one of them with the annular cover. We denote the resulting Riemann
surface by R1. From the fact that the Z-cover of a closed Riemann surface does not
admit Green's function, we see that the harmonic measure of the ideal boundary of
R1 is zero, which implies that the 1-dimensional measure of �(�1) is zero. We can
easily see that R1 does not satisfy the hyperbolic isoperimetric inequality. Thus
the base eigenvalue �0(�1) is zero, and in particular dim�(�1) = 1.

figure 7. covering of R0

As the next step, we construct a planar normal coverR of R1. It is de�ned by the
normal closure generated by the homotopy class of the curve � in the fundamental
group of R1. The Fuchsian model of this R is our desired �. Since � is normal in �1,
we have �(�) = �(�1). Thus �(�) is also of the 1-dimensional measure zero and of
the Hausdor� dimension 1. Since R is a planar cover of a closed Riemann surface,
the injective radii of R are uniformly bounded away from zero, which implies that
h(�) > 0 (cf. [4]). Thus �0(�) > 0, and dim�c(�) < 1. �

We can construct such an example as in Theorem 6 also for higher dimensional
cases.

Theorem 7. For any D � 2, there is a (D + 1)-dimensional Kleinian group �
such that dim�(�) = D, dim�c(�) < D and the D-dimensional measure of �(�)
is zero.
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Proof. First we choose a Kleinian group G of the second kind such that dim�(G) =
D and the D-dimensional measure of �(G) is zero. For example, the existence of
such G for any dimension D + 1 (D � 2) is seen by the following argument. As
in the proof of Theorem 6, if we have a closed hyperbolic manifold R0 with an
embedded totally geodesic submanifold �0 of codimension 1 such that R0 � �0

is connected, then we can construct its covering manifold R1 in the same way.
The Kleinian model G of R1 has the required property by the same reason as the
previous proof. The existence of such R0 is guaranteed by Milson [7]. If we are
restricted to D = 2, we may also take a totally degenerate group as G because the
2-dimensional measure of �(G) is zero, which is well-known as a partial answer to
the Ahlfors conjecture, and dim�(G) = 2, which is proved by Bishop and Jones
[1].

In a fundamental domain of G in RD , we take two circles with disjoint interiors.
Let  be a M�obius transformation which maps the interior of one circle to the
exterior of the other. Then by the classical Klein combination theorem, the group
Ĝ generated by G and  is also Kleinian and it is easy to see that Ĝ also satis�es
that dim�(Ĝ) = D. Moreover, the D-dimensional measure of �(Ĝ) is zero. To see
this, we may apply a result in Maskit [6], for example. Our example � is a subgroup

of Ĝ generated by fgg�1gg2G.
We show that � ful�lls the three requirements. The inclusion �(G) � �(�)

is easily seen. Thus dim�(�) = D. Since � is a subgroup of Ĝ, we know that
the D-dimensional measure of �(�) is zero. The remainder task is to show that
dim�c(�) < D. Note that � is a Schottky group generated by an in�nite number
of M�obius transformations pairing circles. Hence the claim follows from the result
by Phillips and Sarnak [9] for D � 3 and Doyle [3] for D = 2 that there is a
positive constant depending only on D such that the base eigenvalue �0(�) for any
classical Schottky group � is greater than the constant. It is no matter that our �
is in�nitely generated. �

Remark that this construction is not applicable to Fuchsian groups. The reason
why the proof of Theorem 7 does not work is essentially the same as why we
restrict Corollaries 2 and 3 to D � 2. Namely, the uniform estimate about classical
Schottky groups is not valid for D = 1.

x8. Planar Riemann surfaces

We apply our theorems to certain planar domains. In this section, we always
assume that a Riemann surface R is C�E, where E is a closed set of a countable
number of connected components which are isolated from the others. Though this
assumption on E can be weakened if necessary, it is adopted here for the sake of
simplicity.

Corollary 4. Let R = C � E be as above and feng1n=1 the components of E.
For each en, we consider all the doubly connected regions in R with en a boundary
component and de�ne m(en) as the supremum of the moduli of them. If they satisfy

X
n

m(en)
� 1
2 <1 ;
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then the base eigenvalue of R is zero, or equivalently R does not hold the hyperbolic
isoperimetric inequality. In particular, the Hausdor� dimension of the limit set of
the Fuchsian model of R is 1.

Proof. If all the en are singletons, R does not admit Green's function and it follows
that the base eigenvalue is zero. Thus we may assume that E has continuum and
then we know that the 1-dimensional measure of the limit set of the Fuchsian model
of R is zero. On the other hand, the assumption about the convergence of the sum
of the moduli implies the condition in Theorem 20 about the lengths of boundary
curves of the convex core. Therefore the result immediately follows from Theorem
20. �

If the injective radii of R are uniformly bounded away from zero, then R sat-
is�es the hyperbolic isoperimetric inequality. The converse is not true. However,
Corollary 4 shows that if R violates the uniformity so rapid, then R violates the
hyperbolic isoperimetric inequality too. If R is a Denjoy domain R = C�E, where
E is in the real axis R, we may have another formulation of Corollary 4 in terms
of the euclidean lengths of the slits en and the intervals between the slits.

Conversely, we think a condition under which the Hausdor� dimension of the
Fuchsian model of a Denjoy domain R is strictly less than 1. Though Corollary 2 is
not true for Fuchsian groups, we have a similar result for certain Denjoy domains
directly from Theorem 1, except for the estimate of the Hausdor� dimension.

Corollary 5. Let R = C � E be a Denjoy domain such that all the slits en have
the same length and all the intervals in R � E have the same length. Then the
Hausdor� dimension of the limit set of the Fuchsian model is strictly less than 1.

x9. Conclusion

We compare a result in this paper with one in Bishop and Jones [1]. They proved
in particular the following.

Proposition 2. Let N� = HD+1=� be a (D + 1)-dimensional hyperbolic manifold
and suppose that the boundary @C� of the convex core is compact. If there is a
sequence of points fxng in the convex core C� which satis�es the following condition
(�), then dim�(�) = D.

(�) �(xn; @C�) ! 1 as n ! 1; and there is a positive constant r0 such that
the injective radii at xn are greater than r0 for all n.

On the other hand, we have obtained in particular the following result in this
paper.

Proposition 3. For an arbitrary (D + 1)-dimensional hyperbolic manifold N� =
H
D+1=�, if there is no sequence of points fxng in the convex core C� which satis�es

the above condition (�), then dim�(�) < D.

Thus problems remain when the boundary @C� is not compact and the thick
part of C� is not bounded from @C�. In this case, the growth order of C� relative
to @C� should be important.
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