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Abstract. In this paper, the Poincar�e (or hyperbolic) metric and the associated dis-
tance are investigated for a plane domain based on the detailed properties of those for the
particular domain C n f0; 1g: In particular, another proof of a recent result of Gardiner
and Lakic [7] is given with explicit constant. This and some other constants in this paper
involve particular values of complete elliptic integrals and related special functions. A
concrete estimate for the hyperbolic distance near a boundary point is also given, from
which re�nements of Littlewood's theorem are derived.

1. Introduction

Throughout this paper, unless otherwise stated, 
 will denote a hyperbolic plane do-
main, namely, a connected open set in the complex plane C whose boundary contains
at least two points, where the boundary @
 of 
 is taken in C : The Poincar�e-Koebe
uniformization theorem states that one can take a holomorphic universal cover p of 

from the unit disk D = f� 2 C ; j�j < 1g for such a domain 
: The complete hyperbolic
(Poincar�e) metric �
(z)jdzj of 
 is de�ned, as usual, by �
(p(�))jp0(�)j = 1=(1� j�j2) for
� 2 D and the hyperbolic (Poincar�e) distance between two points z1; z2 2 
 is de�ned by

d
(z1; z2) = inf


Z


�
(z)jdzj;

where the in�mum is taken over all recti�able paths  in 
 connecting z1 with z2: Note
that the choice of � and p does not matter in the above de�nition for �
(z).
The most important feature of these quantities is probably the contraction property for

holomorphic maps: for a holomorphic map f : 
! 
0 one has

f ��
0(z) := �
0(f(z))jf 0(z)j � �
(z); z 2 
; and

d
0(f(z1); f(z2)) � d
(z1; z2); z1; z2 2 
;

where equality holds at some (and hence every) point z in the �rst part if and only if f
is a holomorphic covering map. In particular, choosing the inclusion map, we obtain the
following monotonicity properties of the hyperbolic metric for 
0 � 
 :

�
(z) � �
0(z) and d
(z1; z2) � d
0(z1; z2); z; z1; z2 2 
0:(1.1)

As a matter of fact, it is diÆcult to �nd the exact value of �
(z) or d
(z1; z2) or even
to estimate these in a concrete domain 
; except in some particular cases. There are two
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basic cases: a) 
 is simply-connected and b) z is close to an isolated point of @
: In the case
a) one has a global inequality 1=4 � �
(z)Æ
(z) � 1; where Æ
(z) = inffjz � aj; a 2 @
g;
while in the case b), one has a local inequality near the isolated boundary point a 2 @
,
�
(z) � 1=(jz � aj log 1

jz�aj
) (see, for example, [3]). There are many more cases between

these two extreme cases where one can give explicit estimates. Perhaps the best known
case is when @
 is uniformly perfect (see [20]). Then one has a global inequality as
in case a) but with constants depending on the parameters in the de�nition of uniform
perfectness. The main purpose of this paper is to provide a tool which enables us to
deduce further estimates for the hyperbolic density and the hyperbolic distance around
a given boundary point even when @
 is not uniformly perfect. These estimates involve
characteristics of clustering and isolation properties of @
:
Beardon and Pommerenke [5] have given an estimate of the form

K1

Æ
(z)(�
(z) +K0)
� �
(z) � K2

Æ
(z)(�
(z) +K0)
;(1.2)

where

�
(z) = inf

�����log ����z � a

b� a

�������� ; a 2 @
; b 2 @
; jz � aj = Æ
(z)

�
(1.3)

and K0; K1; K2 are positive universal constants, which could be given explicitly (see [5] or
(4.5) below). This estimate is usually precise enough, however, it is not easy to treat the
technical quantity �
 in general. Their proof of (1.2) is based on the monotonicity of the
hyperbolic metric and on the concrete estimate of the hyperbolic metric of the particular
domain C n f0; 1g:
We denote by �a;b(z)jdzj the hyperbolic metric of the twice punctured plane C n fa; bg:

Set �(z) = �0;1(z): A somewhat detailed account on �a;b will be given in Section 2. If we
take two points a; b from @
; then the monotonicity yields the inequality �
(z) � �a;b(z)
for each z 2 
: We now consider the quantity

�
(z) = sup
a;b2@


�a;b(z)

for z 2 
: As an immediate consequence of the above observation, we get �
(z) � �
(z)
for all z 2 
: The following theorem has recently been proved by Gardiner and Lakic.

Theorem 1.4 (Gardiner-Lakic [7]). There exists a universal constant C such that �
(z) �
�
(z) � C�
(z) holds in 
 for every hyperbolic plane domain 
:

The result tells us the simple principle that it is suÆcient to choose a suitable pair of
boundary points in order to get a right estimate of �
(z) for a �xed z 2 
: This principle
will also be used implicitly in the following sections. It may also be worth seeing that the
quantity �
(z) varies continuously in the shape of 
 concerning the Hausdor� distance of
the boundary. We give another simple proof of the theorem in Section 3 with an explicit
constant. Our proof is based on the idea developed in [5] and more straightforward than
in [7]. At the end of Section 3, it is observed that a similar assertion does not hold in
general concerning the hyperbolic distance.

As a tool for estimation of �
 and d
; we de�ne quantities for a closed set to measure the
magnitude of its clustering. Let E be a closed set in the complex plane C with #E � 2:
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De�ne the mappings mE : E � R ! [0;+1) and m�
E : R ! [0;+1] by

mE(a; t) = inf
b2E

��t� log jb� aj��;
m�

E(t) = sup
a2E

mE(a; t);

respectively. We will study fundamental properties of these quantities in Section 4. The
quantity mE(a; t) is closely related to �
(z) when E = @
 (see Section 4). However,
we believe that mE(a; t) is easier to use. For instance, as will be seen, a closed set
E is uniformly perfect if and only if m�

E is bounded in (�1; log diamE): In terms of
mE; we give an estimate of the hyperbolic metric of a domain 
 with E = C n 
: Set
h(t) = et�(�et) for t 2 R: We will give several properties of h in Lemma 2.11. Among
them, we note that h(t) is decreasing (increasing) for t > 0 (t < 0) and that the inequality
h(t) � 1=(2jtj+ 2C0) holds, where C0 is given by (2.6) below.

Theorem 1.5. Let E be a closed set with @
 � E � C n 
 for a given hyperbolic plane
domain 
: Then for an arbitrary point a 2 E; the inequality

h(mE(a; log jz � aj)) � jz � aj�
(z) � �

4mE(a; log jz � aj) ; z 2 
;

holds.

As the reader will see, the proof of this result given in Section 3 is very similar to that
of Theorem 1.4. By de�nition, equality holds in the left-hand side above when 
 is a twice
punctured plane. Note also that the above inequality is still valid even if 
 is a hyperbolic
open set equipped with the hyperbolic metric component-wise. For the relation between
mE(a; t) and m@
(a; t); see Proposition 4.6 below. As a direct consequence, we have the
following result.

Corollary 1.6. For a hyperbolic plane domain 
 the following inequality holds:

Æ
(z)�
(z) � h(m�
E(log Æ
(z))); z 2 
:

Section 5 is devoted to an estimate of hyperbolic distance. We de�ne the numerical
function ' : R ! R by (5.5) below. The behaviour of ' will be investigated in Section 5.
Here, we just mention the relation '(�t) = �'(t) and the inequalities

log

�
1 +

t

2C0

�
� '(t) � log

�
1 +

t

2�

�
for t � 0; where C0 � 4:37688 is the constant given by (2.6) below (see Lemma 5.4).

Theorem 1.7. Let 
 be a proper subdomain of the punctured plane C � = C n f0g and let
an; 1 � n < N; be a (�nite or in�nite) sequence of points in C

� n
 such that t1 < t2 < : : :
and that lim tn = 1 when N = 1; where tn = log janj: Set a0 = 0 and aN = 1: Then
the hyperbolic distance between points z1 and z2 in 
 with jz1j � jz2j satis�es

d
(z1; z2) � 1

2
'
�
tk � log jz1j

�
+

lX
n=k+1

'(tn � tn�1) +
1

2
'
�
log jz2j � tl

�
;(1.8)
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where the integers k and l; 1 � k � l < N; are determined by the relations
pjakak�1j �

jz1j �
pjakak+1j and pjalal�1j � jz2j �

pjalal+1j: On the other hand, the inequality

dD(�jz1j;�jz2j)
C

� 1

2
'
�
tk � log jz1j

�
+

lX
n=k+1

'(tn � tn�1) +
1

2
'
�
log jz2j � tl

�
(1.9)

holds for the domain D = C
� n fetn ; 1 � n < Ng; where C is the absolute constant

appearing in Lemma 3.1.

The �rst part is quite similar to Theorem I in Hayman [8]. We will prove the theorem
and then apply it to some particular cases to derive simpler consequences in Section 5.
As applications of the above results, in Section 6 we obtain a couple of results analogous

to Littlewood's theorem telling us the growth of analytic functions in the unit disk which
omit a sequence of values.

Acknowledgements. The authors are indebted to G. D. Anderson, W. K. Hayman, and
P. J�arvi for bringing references to our attention and comments on this paper.

2. Hyperbolic metric of twice punctured plane

In this section, we summarize basic properties of the hyperbolic metric �a;b(z)jdzj of
the twice punctured plane C n fa; bg: Recall that we write � = �0;1: The study of �a;b
reduces to that of � by virtue of the relation

jb� aj�a;b(z) = �

�
z � a

b� a

�
:(2.1)

Sometimes, however, it is more convenient to state a property in terms of �a;b:
As is well known, the classical theorem of Schottky (and its re�nements) follows from

fundamental properties of � (see, for example, [19]). Thus, the density �(z) has been
extensively studied by many authors. An analytic expression of � = �0;1 has been obtained
by Agard [1] (see (2.4) and (2.5) therein) in terms of complete elliptic integrals of the �rst
kind:

�(z) =
�

8jz(1� z)jRe fK(z)K(1� �z)g ;(2.2)

where

K(z) =
Z 1

0

dtp
(1� t2)(1� zt2)

:

Note here that the function K(z) should be understood as an analytic continuation of
the positive function K(x) on 0 < x < 1 to the upper half plane. For example, the
transformation rules

K(�x) = 1p
1 + x

K
�

x

1 + x

�
and(2.3)

K(1 + x) =
1p
1 + x

�
K
�

1

1 + x

�
+ iK

�
x

1 + x

��
(2.4)

hold for x > 0 (see [6, 162.02, 213.06] though our de�nition of K is di�erent from that
adopted there). Formula (2.2) can be used for the numerical computation of the values
of �: However, we need more e�orts to get a mathematically rigorous estimate for �:
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Some attempts towards understanding �(z) have been made by Ahlfors [3, Chapter 2]
and Beardon-Pommerenke [5]. The reader can �nd in [21] more information about �
containing an algorithm of computing the value �(z) for z 2 C n f0; 1g: (The reader,
however, should note that the symbol � is used there to designate �1;�1:)
We will require later the following inequality, which was proved by Hempel [9] and

Jenkins [13] independently:

1

2jz � aj ���log j z�a
b�a
j��+ C0

� � �a;b(z);(2.5)

where,

C0 =
1

2�(�1) =
2

�(1=2)
=

4

�
K
�
1

2

�2

=
�(1=4)4

4�2
� 4:37688:(2.6)

Note that this bound is not symmetric with respect to a and b: One can swap a and b in
(2.5) to get a better estimate if jz � aj > jz � bj:
Combining (2.5) with the explicit formula �D� (z) = 1=2jzj log(1=jzj) for the punctured

unit disk D
� = D n f0g (see [19]), we observe that

1

2jzj(log(1=jzj) + C0)
� �(z) � 1

2jzj log(1=jzj)
for 0 < jzj < 1; and, in particular, �(z) � 1=2jzj log(1=jzj) as z ! 0:
Note also the symmetry relations

�(�z) = �(z); �(1� z) = �(z); and �(1=z)=jzj2 = �(z):(2.7)

The following inequality was �rst proved by Lehto, Virtanen and V�ais�al�a [15]. Note also
that this result has been substantially strengthened by Weitsman [23] to the monotonicity
of the hyperbolic metric of a circularly symmetric domain (see also [21]).

Lemma 2.8. The inequality �(z) � �(�jzj) holds for z 2 C n f0; 1g:
We will also need the following monotonicity of �a;b(z) in the space parameters.

Lemma 2.9 (Solynin-Vuorinen [21, Corollary 2.14]). As a function of b = tei�; the
quantity �1;b(0) is

(0) decreasing in t 2 R+ for � = �;
(1) decreasing in 0 < t < 1 for a �xed � 2 R; and
(2) increasing in 0 < � < � for a �xed t 2 R+ :

Finally, we investigate the function h(t) = et�(�et): Note that this function can be
written as h(t) = �1;1+e�t(0): The following expression of h(t) can also be obtained by
(2.2):

h(t) =
�

8K( 1
1+et

)K( 1
1+e�t )

:(2.10)

Lemma 2.11.

(1) The function h is even, namely, h(t) = h(�t):
(2) h(t) is increasing in t � 0 and decreasing in t � 0:
(3) h(t) � 1=(2jtj+ 2C0) holds for t 2 R and h(t) � 1=2jtj as jtj ! 1:
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Proof. The �rst assertion is immediately deduced from the last relation in (2.7) or from
(2.10). The second assertion follows from the special case of Theorem 1 in [9]: (x�(�x))0 >
0 for 0 < x < 1 and (x�(�x))0 < 0 for x > 1: The �rst inequality in (3) is a direct
consequence of (2.5). The last assertion has been explained already in this section.

On the basis of some numerical experiments we have arrived at the following conjectural
results.

Conjecture 2.12.

(1) For t 2 R; 1 � 2(jtj+ C0)h(t) < 1:25:
(2) The function t h(t) is increasing for t > 0:
(3) The function H(t) = 1=h(t) is convex in t: The odd function H 0(t) maps R homeo-

morphically onto the interval (��=4; �=4):

3. Proof of Theorems 1.4 and 1.5

The proof will proceed along the similar line to that of Beardon and Pommerenke [5].
In order to prove Theorem 1.4, we introduce the technical quantity �0
(z) = sup�a;b(z);
where the supremum is taken over all the pairs of points a; b in @
 such that Æ
(z) = jz�aj
and that b minimizes jlog j(b� a)=(z � a)jj: By de�nition, we have �0
 � �
:
We can now derive Theorem 1.4 with C = 2C0 + �=2 � 10:3246 from the following

lemma, where C0 is given by (2.6).

Lemma 3.1. The inequality �
(z) � C�0
(z) holds for all z 2 
; where C is an absolute
constant with C � 2C0 + �=2:

Proof. Fix z 2 
: We take a pair of boundary points a; b with jz � aj = Æ
(z) so that b
minimizes jlog j(b� a)=(z � a)jj and that �0(z) = �a;b(z): By (2.5), we have

�0
(z)Æ
(z) = jz � aj�a;b(z) � 1

2(m+ C0)
;

where m = jlog j(b � a)=(z � a)jj: Now we claim that the inequality �
(z)Æ
(z) �
minf1; �=4mg holds. Set Æ = Æ
(z): First, A = fw 2 C ; Æe�m < jw � zj < Æemg � 
 im-
plies �
(z) � �A(z) = �=4Æm (see, for example, [5]). Combining this with the well-known
inequality Æ
(z)�
(z) � 1; we get the claim. Thus, we obtain

�
(z)

�0
(z)
� 2(m+ C0)min

n
1;

�

4m

o
= min

�
2(m+ C0);

�

2
+
�C0

2m

�
� �

2
+ 2C0:

Remark 3.2. In the following way, we can slightly improve the above estimate. In the
above, we may assume that j(b�a)=(z�a)j � 1; and thus jb0j = em; where b0 = (b�a)=(z�
a): By Lemma 2.8, we obtain �
(z)Æ
(z) = jz�aj�a;b(z) = jb0j�(b0) � jb0j�(�jb0j) = h(m):
Under the hypothesis that the function t h(t) is increasing for t > 0; see Conjecture 2.12
(2), we have

�
(z)

�0
(z)
� minf1; �=4mg

h(m)
� 1

h(�=4)
� 9:0157:
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We make further remarks on this result. Let C2 be the possible smallest constant
for which the assertion in Theorem 1.4 holds for all 
: The above proof produces the
estimate C2 � 2C0 + �=2 � 10:3246: (As we stated in the above remark, this estimate
could be improved to C2 � 1=h(�=4) � 9:0157:) On the other hand, we have the estimate
C2 � C0 � 4:37688 at the moment. Indeed, we consider the case when 
 = D with
z = 0: In order to compute the value of �D (0); we take a pair of points a; b 2 @D : We
may assume that a = 1: Then, by Lemma 2.9 (2), we see that �1;b(0) � �1;�1(0): Hence,
we have �D (0) = �1;�1(0) = �(1=2)=2 = 2�(�1) (use (2.1) and (2.7)). Finally, we obtain
C2 � �D (0)=�D (0) = 1=2�(�1) = C0:
The reader might think that we could take all the pairs of points a; b from the comple-

ment C n
 of 
 in the de�nition of �
(z): However, it turns out that this would make no
di�erence. Indeed, the relation

�
(z) = sup
a;b2@


�a;b(z) = sup
a;b2Cn


�a;b(z)

holds. To show this, we take an arbitrary pair of points a; b from C n
: We may assume
that jaj � jbj: First, we take a point, say a0; from the set [z; a] \ @
; where [z; a] denotes
the closed line segment connecting z with a: By Lemma 2.9 (1), we have �a;b(z) � �a0;b(z):
For simplicity, we further assume that a0 = 1 and z = 0: Let I = fjbjei�; jarg bj � j�j � �g
and consider the following two cases:

1. When I \ @
 6= ;; we take a point, say b0; from I \ @
: By Lemma 2.9 (2), we have
�a0;b(z) � �a0;b0(z):

2. When I \ @
 = ;; we take a point, say b0; from [�jbj; 0] \ @
: By assertions (2) and
(0) in Lemma 2.9, we also have �a0;b(z) � �a0;�jbj(z) � �a0;b0(z):

In any case, we found a pair of points a0; b0 2 @
 such that �a;b(z) � �a0;b(z) � �a0;b0(z):
Hence, we conclude the above relation.

We now present a proof for Theorem 1.5.

Proof of Theorem 1.5. Let E be a closed set with @
 � E � C n 
: For a 2 E and
z 2 
; we set t = log jz � aj and m = mE(a; t): Then, there exists a point b 2 @
(� E)
such that jlog jb� aj � tj = m: Lemma 2.8 now yields that

�
(z) � �a;b(z) =
1

jb� aj�
�
z � a

b� a

�
� 1

jb� aj�
�
�
����z � a

b� a

����� =
h(m)

jz � aj :
Thus, the left-hand side has been shown. The right-hand side can be shown in the same
way as above by using the fact that the annulus fw; e�mjb� aj < jw � aj < emjb� ajg is
contained in 
:

Finally we observe the validity of an assertion similar to Theorem 1.4. In the rest of
this section, we allow domains to be subdomains of the Riemann sphere bC : One may ask
if the hyperbolic distance d
(z1; z2) between two points z1; z2 in 
 is comparable with the
similar quantity

"0
(z1; z2) = sup
a;b2@


dCnfa;bg(z1; z2);

or
"
(z1; z2) = sup

a;b;c2bC n


d
bC nfa;b;cg(z1; z2):
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We write da;b;c(z1; z2) = d
bC nfa;b;cg(z1; z2) for simplicity. By (1.1), we have the inequal-

ities "0
(z1; z2) � "
(z1; z2) � d
(z1; z2): However, the reverse inequality d
(z1; z2) �
C"
(z1; z2) does not hold in general. We show it by simple examples.
Let 
t be the union of the two disks � = fjz + 1j < 1=2g;�0 = fjz � 1j < 1=2g

and the narrow canal fz = x + iy; jxj < 1; jyj < tg for t 2 (0; 1=2): It is obvious that
d
t

(�1; 1) ! 1 as t ! 0: On the other hand, we can show that there is an absolute
constant K such that "
t

(�1; 1) � K for every t 2 (0; 1=2): Hence, there is no absolute
constants C such that d
 � C"
 holds for all 
: Moreover, by joining a countably many
disks by canals whose widths tend to 0; we can construct a plane domain 
 for which no
constants C satisfy d
(z1; z2) � C"
(z1; z2) for all z1; z2 2 
:
The above claim is shown as in the following. Set L(z) = (z�1)=(z+1) and 
0

t = L(
t):
One can check that fjwj < 1=4g � L(�0) and fjwj > 4g � L(�): Let Dj = fw; jwj 2
[0; 1=4) [ (4;1]g [Wj for j = 1; 2; 3; 4; where Wj = frei�; 0 < r < 1; (j � 1)�=2 < � <
j�=2g: Then we put K = dD1

(0;1) <1:
By conformal invariance of the hyperbolic distance, we note that "
t

(�1; 1) = "
0

t
(0;1):

For every triple a; b; c 2 bC n 
0
t; we can choose at least one j 2 f1; 2; 3; 4g such that

fa; b; cg \Wj = ;: Since Dj � bC n fa; b; cg; by (1.1),

da;b;c(0;1) � dDj
(0;1) = K:

Thus, we have shown that "
t
(�1; 1) � K:

4. Properties of mE and m�
E

We see several fundamental properties of the quantities mE(a; t) and m
�
E(t) for a closed

set E in C with #E � 2: First, we note that mE(a; t) can be written as the (pointwise)
in�mum of the 1-Lipschitz functions t 7! jt� log jb � ajj for a �xed a; where b runs over
E nfag: Here a real-valued function f de�ned in R is calledM -Lipschitz if jf(s)�f(t)j �
M js� tj holds for all s; t 2 R: We now recall the following elementary result.

Lemma 4.1. Let F be a non-empty collection of M-Lipschitz functions on R; where
M is a positive constant. Then the function F de�ned by F (t) = supff(t); f 2 Fg is
M-Lipschitz unless F � +1:

Proof. Suppose that F is not identically +1: Let s be an arbitrary point in R for which
F (s) < +1: For each f 2 F ; then f(t) � f(s)+M js� tj � F (s)+M js� tj holds. Hence,
F (t) � F (s) +M js � tj(< +1) follows for every t 2 R: Exchanging the roles of s and t
we conclude that jF (s)� F (t)j �M js� tj holds, namely, F is M -Lipschitz.

We apply the above lemma to get the following result.

Proposition 4.2. The quantity mE(a; t) is a 1-Lipschitz function in t for a �xed a 2 E:
The function m�

E(t) is also 1-Lipschitz unless it is identically +1:

Here is a characterization of the property m�
E(t) � +1 for a closed set E:

Proposition 4.3. Let E be a closed set in C with #E � 2: The function m�
E(t) is

identically +1 if and only if there exists a sequence of annuli An = fz 2 C ; rn < jz�anj <
Rng in C nE such that Rn !1 and rn ! 0 as n!1 and that an 2 E:
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Proof. First assume that m�
E(t) � +1: Then there exists a sequence an in E such that

mn := mE(an; 0) ! +1 as n ! 1: The annulus An = fz; e�mn < jz � anj < emng
lies in C n E; and therefore, the latter assertion follows. The converse can be handled
similarly.

We note that the last condition an 2 E in the above proposition can be relaxed to that
fz; jz � anj � rng \ E 6= ; by an easy argument.
From this proposition, we can derive that E must be unbounded when m�

E(t) � +1:
On the other hand, one easily sees that m�

E(t) ! +1 as t ! +1 when E is bounded.
Therefore, it may be natural to restrict m�

E on a left half line in this case.
A closed set E in C with #E � 2 is said to be uniformly perfect if there exists a

constant c with 0 < c � 1 such that for a 2 E and 0 < r < diamE there is a point
b 2 E with cr � jb � aj � r (cf. [20]). This condition can be restated in our terms:
mE(a; t) � �(log c)=2 for t < log diamE + (log c)=2: Since m�

E(t) is 1-Lipschitz, this
implies that m�

E(t) � � log c for t < log diamE: Based on this observation, we get the
following result.

Proposition 4.4. Let E be a closed set in C with #E � 2: Then E is uniformly perfect
if and only if m�

E(t) is bounded in t < log diamE:

More precisely, if E is uniformly perfect with constant c then m�
E(t) � log(1=c) for

t < log diamE: Conversely, if m�
E(t) � m for t < log diamE; then E is uniformly perfect

with constant c = e�2m: For a survey on uniformly perfect sets, see also [22].
We next state a relation between our m@
(a; t) and the quantity �
(z) (see (1.3))

introduced in [5]. By de�nition, we observe

�
(z) = min
a2@
; Æ
(z)=jz�aj

m@
(a; log Æ
(z)):

In particular, setting t = log Æ
(z); we can immediately derive the following inequality
from Theorem 1.5:

h(�
(z)) � Æ
(z)�
(z) � �

4�
(z)
:

Together with the inequality Æ
(z)�
(z) � 1; we obtain also the upper estimate Æ
(z)�
(z)
� minf1; �=4�
(z)g � (C0 + �=4)=(�
(z) + C0): Since h(t) � 1=(2jtj + 2C0); �nally we
obtain

1

2(�
(z) + C0)
� Æ
(z)�
(z) � C

2(�
(z) + C0)
;(4.5)

where C = 2C0 + �=2 � 10:3246: This inequality is essentially same as in [5].
We end this section with a comment on the relation between m@
(a; t) and mCn
(a; t):

More generally, we can see the following.

Proposition 4.6. Let E be a closed set satisfying @
 � E � C n
 for a hyperbolic open
set 
 � C : Then mE(a; t) = m@
(a; t) holds for every a 2 @
 and for t = log jz � aj with
some z 2 
:

Proof. Let a 2 @
 and t = log jz0 � aj for some z0 2 
: Set m = mE(a; t): By de�nition
of m; there exists a point b 2 E with m = jt � log jb � ajj: Note that m � m@
(a; t):
We �rst assume that m > 0: Since A = fw; e�mjb � aj < jw � aj < emjb � ajg does not
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intersect E; the annulus A is contained in C n @
; and therefore, A � 
 or A \ 
 = ;:
On the other hand, since the point z0 2 
 lies in @A; the annulus A intersects 
: Hence,
A must be entirely contained in 
: Therefore we conclude that b 2 @
: This implies
m@
(a; t) � jt � log jb � ajj = m; and hence, m = m@
(a; t): Next we consider the case
when m = 0: Then the circle fw; jw � aj = jb � ajg contains the point z0 in 
 and the
point b in C n
: Therefore, there is a point c 2 @
 on that circle. We now conclude that
m@
(a; t) = 0 = m:

5. Estimates of hyperbolic distance

In this section, we investigate the hyperbolic distance by using results given in the
preceding sections.
The hyperbolic distance in the disk or the half-plane is well known. For example, one

can compute the hyperbolic distance between z1 and z2 in the right half-plane H by

dH (z1; z2) =
1

2
log

jz1 + �z2j+ jz1 � z2j
jz1 + �z2j � jz1 � z2j :

By using a conformal mapping, one may compute the hyperbolic distance for some simply
connected domains as well. Since the universal covering is explicitly given for the annulus
1 < jzj < R; (1 < R � 1); the hyperbolic distance of some ring domains can also be
given (see, for instance, [11]). However, very little is known about exact values of the
hyperbolic distance for domains of the other type.
As we have seen several times, the other extreme case C n fa; bg is very important.

We write da;b(z1; z2) = dCnfa;bg(z1; z2): The following is one of the known cases when the
hyperbolic distance can be computed exactly. For another case, see also [2].

Lemma 5.1 (cf. [21, Lemma 3.10]). The hyperbolic distance between �x and �y in
C n f0; 1g is given by d0;1(�x;�y) = j�(x) � �(y)j for x; y > 0; where the function
� : R ! R is given by

�(x) =
1

2
log

K(x=(1 + x))

K(1=(1 + x))
:(5.2)

Proof. For convenience, we reproduce the proof. Let p be the elliptic modular function
which maps the hyperbolic triangle � = fz; 0 < Re z < 1; jz � 1=2j > 1=2; Im z > 0g
conformally onto the upper half plane in such a way that the vertices 1;1; 0 of the
triangle correspond to 1; 0; 1; respectively. It is known that the inverse function of pj�
is given by p�1(z) = iK(1 � z)=K(z) (see [18, pp. 318,319]). Note that K(1 � z) is
analytically continued through the lower half plane while so is K(z) through the upper
half plane. In particular, we should apply (2.4) for K(1 � z) by replacing the plus sign
by the minus. By (2.3) and (2.4) with the above convention of the sign, we obtain
p�1(�x) = 1 + iu(x) for x > 0; where u(x) = K(1=(1 + x))=K(x=(1 + x)): Let 0 < x < y:
Since �(p(z))jp0(z)j = 1=2Im z for Im z > 0; the relation

d0;1(�x;�y) =
Z �x

�y

�(��)d� =
Z u(x)

u(y)

ds

2s
=

1

2
log

�
u(x)

u(y)

�
= �(y)� �(x)
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is obtained.

It may be useful to note that the function u(x) = e�2�(x) can be expressed in terms

of the modulus of the Gr�otzsch ring. Indeed, u(x) = (2=�)�(
p
x=(1 + x)); where �(r) =

(�=2)K(1� r2)=K(r2) denotes the modulus of the Gr�otzsch ring D n [0; r]: Moreover, the
quantity �u(x) is exactly same as the modulus of the Teichm�uller ring C n ([�x; 0] [
[1;+1)) (see, for instance, [14, II x1]). Note also the relation u(1=x) = 1=u(x) for
x > 0: The quantity �(x) can be regarded as the signed distance function from �1 to
�x in C n f0; 1g: We remark that the function �(x) plays an important role in Schottky's
theorem and in distortion theorems of quasiconformal mappings (see [10] or [17]).
Hempel gave nice estimates for the quantity u(x) in [10, Lemma (ii)]:

1

�
log

�
16

x

�
< u(x) = e�2�(x) � 1

�
log

�
e�

x

�
; 0 < x � 1:(5.3)

In order to compare with �(x); we consider the function

	K(x) =
1

2
log

�
1 +

logx

K

�
for x � 1; where K > 0 is a given constant. Then we have the following.

Lemma 5.4. The function �(x) is (strictly) increasing for x > 0 and the inequalities
	C0 � � � 	� hold on [1;1); namely,

1

2
log

�
1 +

log x

C0

�
� �(x) � 1

2
log

�
1 +

log x

�

�
; x � 1;

where C0 � 4:37688 is the constant given by (2.6).

Proof. The monotonicity of �(x) = �(1=2) logu(x) is obvious by the geometric meaning
of u(x): The inequality � � 	� is a direct consequence of Hempel's estimate (5.3). We
now prove the other part. The inequality 	C0(x) � �(x); x � 1; is equivalent to

1 +
1

C0
log

�
1� t

t

�
� K(1� t)

K(t) ; 0 < t � 1

2
;

where we have used the transformation t = 1=(1+x): For convenience, we use the notation
�(r) = (�=2)K(1� r2)=K(r2); 0 < r < 1: Then the above inequality can be expressed in
the form

g(r) := �(r) +
�

C0

log(r=r0)� �

2
� 0; 0 < r � 1p

2
;

where we write r0 =
p
1� r2: In the same way as in the proof of Theorem 5.13 (3) in [4],

we compute

g0(r) =
�

C0rr0
2K(r2)2

�
K(r2)2 � �C0

4

�
:

(Note that the de�nition of K is slightly di�erent from the one in [4].) Since K(t) is strictly
increasing and K(1=2)2 = �C0=4 (see (2.6)), we see that g

0(r) < 0 in 0 < r < 1=
p
2: Hence,

we have g(r) > g(1=
p
2) = �(1=

p
2)� �=2 = 0 for 0 < r < 1=

p
2:
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For later use, we now de�ne the functions ' and  K ; K 2 (0;1); on R by '(t) =
2�(et=2); namely,

'(t) = log

�K(1=(1 + e�t=2))

K(1=(1 + et=2))

�
;(5.5)

and by  K(t) = 2	K(e
t=2) for t � 0 and  K(t) = �2	K(e

�t=2) for t � 0; namely,

 K(t) =

(
log
�
1 + t

2K

�
; t � 0;

� log
�
1� t

2K

�
; t � 0:

(5.6)

Note that ' and  K are odd functions. We immediately obtain the following.

Corollary 5.7. The function '(t) is increasing for t 2 R and the inequalities  C0(t) �
'(t) �  �(t) hold for t � 0; where C0 is the constant given by (2.6).

From (5.3) we can also deduce the estimate

'(t) > log

�
c0 +

t

2�

�
; t � 0;

where c0 = (log 16)=� � 0:88254: The bounds  K(t) have the following advantage.

Lemma 5.8. The function  =  K de�ned by (5.6) for some K > 0 satis�es the following
properties:

(i)  (0) = 0 and the function  (t)=t is decreasing in t > 0;
(ii)  is subadditive on [0;1); namely,  (t1+t2) �  (t1)+ (t2) holds for t1; t2 2 [0;1):

Proof. It is routine to see property (i). Property (ii) is known to follow from (i) [4, Lemma
1.24] (or can be shown directly).

In view of Lemma 5.8, the following statement is plausible.

Conjecture 5.9. The function '(t) de�ned by (5.5) has decreasing quotient '(t)=t; and
hence, it is subadditive on 0 � t <1:

When we are given an estimate for the hyperbolic density, the following elementary
method can be used. Note that we would lose nothing as far as the hyperbolic distance
is concerned if we assume a domain to be in the punctured plane C � :

Lemma 5.10. Let 
 be a proper subdomain of C � : Suppose that a non-negative measurable
function �(t); t 2 R; is given in such a way that jzj�
(z) � �(log jzj) for all z 2 
: Then

d
(z1; z2) �
Z t2

t1

�(t)jdtj(5.11)

holds for z1; z2 2 
 with tj = log jzjj; j = 1; 2:

Proof. Let  be an arbitrary recti�able curve joining z1 and z2 in 
: ThenZ


�
(z)jdzj �
Z


�(log jzj)jdzj
jzj �

Z jz2j

jz1j

�(log r)jdrj
r

=

Z t2

t1

�(t)jdtj:

By de�nition of the hyperbolic distance, the required inequality follows.
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As an application of the above lemma, we derive the following result which will be
utilized in the proof of Littlewood-type theorems in Section 6.

Theorem 5.12. Let 
 be a subdomain of C � and let an be an in�nite sequence of points
in C n 
 satisfying the following properties:

(i) 0 = ja0j < ja1j � ja2j � : : : ;
(ii) jan+1j � ecjanj for n = 1; 2; : : : ; where c > 0 is a constant, and
(iii) an !1 as n!1:

Then

d
(z1; z2) � h(c=2)
�
log jz2j � log jz1j

�
for z1; z2 2 
 with jz2j � jz1j � e�c=2ja1j; where h is the function given by (2.10).

We remark that the order of jz1j and jz2j in the above inequality is strong enough.
Observe that dH (x1; x2) = (1=2)(logx2 � log x1) for 0 < x1 < x2; where H denotes the
right half plane.

Proof. By the monotonicity of the hyperbolic distance (1.1), we may assume that 
 =
C nE; where E = fa0; a1; : : :g: Then it is easy to see thatmE(0; t) � c=2 if t � log ja1j�c=2:
Theorem 1.5 yields the estimate jzj�
(z) � h(c=2) for z 2 
 with jzj � e�c=2ja1j:We now
apply Lemma 5.10 to deduce the conclusion.

The most typical case is when E = C � n
 consists of the geometric series rn; n 2 Z; for
some r > 1: In this case, Hayman (see Lemma 3 in p. 169 of [8]) has given a surprisingly
accurate estimate if in addition log r � �2=2:

1

2
log

�
4 log r

�2

�
< d
(�1;�r) < 1

2
log

�
4 log r

�2

�
+

7�2

12 log r
:

What can we say when the sequence is more scarce? For instance, we consider the
situation in Theorem 5.12 with condition (ii) being replaced by

1 < ja1j and jan+1j � ecjanj�; n = 1; 2; : : : ;(5.13)

where � > 1 and c 2 R are constants.
In this case, we can also establish an upper estimate formE(0; t); where E = fa0; a1; : : : g:

Indeed, we can show the inequality

mE(0; t) � (�� 1)t+ c

�+ 1
(5.14)

for t � log ja1j: We set tn = log janj for n = 1; 2; : : : : The hypothesis means that

0 < tn � tn+1 � �tn + c(5.15)

for n = 1; 2; : : : : Choosing n so that tn � t � tn+1; we see that m := mE(0; t) =
minft� tn; tn+1 � tg: Since m = t� tn when t � (tn + tn+1)=2; we have

m� �� 1

� + 1
t =

2t

� + 1
� tn � tn + tn+1

� + 1
� tn =

tn+1 � �tn
� + 1

:

We now use (5.15) to get (5.14). We can handle similarly with the case when t �
(tn + tn+1)=2: Thus, (5.14) has been shown.
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At this stage, one could apply Theorem 1.5 and Lemma 5.10 to obtain a lower bound
for the hyperbolic distance of the domain 
 = C nE: Unfortunately, however, the resulting
estimate would not be very sharp because the e�ect of oscillation of mE(0; t) could not be
neglected (observe that mE(0; tj) = 0 by de�nition). We now prove Theorem 1.7 for the
possible application to this case. As a preparation, we show the following simple estimate.

Lemma 5.16. For the twice punctured plane C n f0; 1g; the inequality

d0;1(z1; z2) � d0;1(�jz1j;�jz2j) = �(jz2j)� �(jz1j)
holds for z1; z2 2 C n f0; 1g with jz1j � jz2j:

Proof. Let  be an arbitrary recti�able curve joining z1 and z2 in 
: Then, by Lemma
2.8, we haveZ



�(z)jdzj �
Z


�(�jzj)jdzj �
Z jz2j

jz1j

�(�x)dx = d0;1(�jz1j;�jz2j):

Since  is arbitrary, we obtain the required inequality. The last relation follows from
Lemma 5.1.

Note that the above lemma equally holds in the general case when 
 is a circularly
symmetric domain. We, however, do not need this level of generality in the sequel.

Proof of Theorem 1.7. Let an; 0 � n < N; be a sequence as in the statement of the
theorem and set tn = log janj and sn = (tn�1 + tn)=2: Note that t0 = �1 and tN = 1:
By the monotonicity property (1.1), it is enough to prove the theorem in the case when

 = C nE; where E = fa0; a1; : : :g: Let z1 and z2 be points in 
 with jz1j < jz2j and take
integers k and l as in the theorem. Let  be a hyperbolic geodesic joining z1 and z2 in

 whose hyperbolic length equals d
(z1; z2) and let wn be the last point on  satisfying
log jwnj = sn when we go along  from z1 to z2 for k < n � l: Set wk = z1 and wl+1 = z2:
Then we see

d
(z1; z2) =
lX

n=k

d
(wn; wn+1):

Since 
 � C n f0; ang; by (1.1) and Lemma 5.16, we further obtain

d
(wn; wn+1) � d0;an(wn; wn+1) = d0;1(wn=an; wn+1=an)

� �(jwn+1=anj)� �(jwn=anj) = �(jwn+1=ajj) + �(jan=wnj)
=

1

2
('(tn+1 � tn) + '(tn � tn�1))

for n = k + 1; : : : ; l � 1: In the similar way, we also obtain

d
(wk; wk+1) � 1

2
('(tk+1 � tk) + '(tk � log jz1j)) and

d
(wl; wl+1) � 1

2
('(log jz2j � tl) + '(tl � tl�1)):
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Summing up these inequalities, we �nally get

d
(z1; z2) � 1

2
'(tk � log jz1j) +

lX
n=k+1

'(tn � tn�1) +
1

2
'(log jz2j � tl):

Next, in order to show the inequality in (1.9), we restrict ourselves to the particular case
when an > 0 for all 1 � n < N: Thus E = fetn ; 0 � n < Ng and 
 = C n E = D: Since
the nearest point of E to �x is the origin, we have �0D(�x) = �0;an(�x) for rn < x < rn+1;
where �0D is the quantity introduced in Section 3 and rn = esn : Therefore, we obtainZ x2

x1

�0D(�x)dx = d0;an(�x1;�x2) = d0;1(�x1=an;�x2=an) = �(x2=an)� �(x1=an)

for rn � x1 < x2 � rn+1: Hence, in the same way as the �rst part, we observeZ jz2j

jz1j

�0D(�x)dx =
1

2
'(tk � log jz1j) +

lX
n=k+1

'(tn � tn�1) +
1

2
'(log jz2j � tl):

Now (1.9) follows from Lemma 3.1.

As a slightly di�erent approach to a result similar to Theorem 5.12, we shall use Theo-
rem 1.7. We make the same hypothesis as in Theorem 5.12 and we take integers k and l
as above for a given pair of points z1 and z2: Since !(t) :=  C0(t)=t is decreasing in t > 0
and tn � tn�1 � c; we observe that '(tn � tn�1) �  C0(tn � tn�1) � !(c)(tn � tn�1) by
Corollary 5.7. Therefore, by (1.8), we obtain

d
(z1; z2) �1

2
'
�
tk � log jz1j

�
+ !(c)(tl � tk) +

1

2
'
�
log jz2j � tl

�
=!(c)(log jz2j � log jz1j) +

�
1

2
'
�
tk � log jz1j

�� !(c)(tk � log jz1j)
�

+

�
1

2
'
�
log jz2j � tl

�� !(c)(log jz2j � tl)

�
:

Let jtj � c=2 and consider the quantity � = (1=2)'(t)� !(c)t: If t � 0; then

� � �!(c)t
2

� � C0(c)
4

� � c

8C0
:

If t < 0; by Corollary 5.7,

� � �1

2
 �(jtj) + !(c)t � �

�
1

4�
� !(c)

�
jtj � � c

8�
:

At any event, we obtain � � �c=8�: Finally, we have the inequality

d
(z1; z2) � 1

c
log

�
1 +

c

2C0

�
(log jz2j � log jz1j)� c

4�
:(5.17)

We return to the scarce case with (5.13). Put T = ft1; t2; : : : g: Let � be an arbitrary
number satisfying � > � and consider the sequence un = �n�1(t1+ c=(�� 1))� c=(�� 1):
Note that un � u1 = t1 > 0 and un=�

n ! ((� � 1)t1 + c)=�(� � 1) > 0 as n ! 1: By
assumption, [un; �un+ c]\ T 6= ;: Thus, by passing to subsequence, we may assume that
tn 2 [un; �un + c]: On the other hand, tn+1 � tn � un+1 � (�un + c) = (� � �)un: Hence,



16 TOSHIYUKI SUGAWA AND MATTI VUORINEN

we will not lose great generality if we assume that the sequence tn = log janj satis�es the
condition

A�n � tn � tn�1 and A�n � tn � B�n; n = 1; 2; : : : ;(5.18)

for some constants A;B 2 (0;1) and � 2 (1;1): Recall that we always de�ne t0 = �1:
For instance, the sequence tn = Cn; n = 1; 2; : : : ; where C > 0 and  > 1 are constants,
satis�es (5.18) with A = (1� 1=)C; B = C and � = : Based on Theorem 1.7, we are
now able to deduce the following result.

Theorem 5.19. Suppose that a sequence a0 = 0; a1; a2; : : : satis�es (5.18). If a domain

 � C meets none of an; then the hyperbolic distance between two points z1 and z2 in 

with ja1j � jz1j � jz2j which satisfy

log jz1j � 2AC0

B
p
�

and log jz2j � 2BC0

p
�

A
(5.20)

is estimated from below by

d
(z1; z2) � X2
2 �X1

2

2 log�
+

�
1

2
+
log(A=2C0)

log�

�
(X2 �X1);(5.21)

where X1 = log(log jz1j)� log(A=�) and X2 = log(log jz2j)� log(B �):

Proof. We choose integers k and l with 2 � k � l so that tk�1 � log jz1j � tk and that
tl � log jz2j � tl+1: Take intermediate points w1 and w2 from the hyperbolic geodesic
joining z1 and z2 in 
 in such a way that log jw1j = tk; log jw2j = tl and that d
(w1; w2) �
d
(z1; z2): Applying Theorem 1.7 to w1 and w2 and using Lemma 5.4, we obtain

d
(w1; w2) �
lX

n=k+1

 C0(tn � tn�1):

From (5.18), we deduce

 C0(tn � tn�1) �  C0(A�
n) � log(A�n=2C0);

so that

d
(w1; w2) �
lX

n=k+1

�
n log� + log(A=2C0)

�
=

log�

2

�
l(l + 1)� k(k + 1)

�
+ (l � k) log(A=2C0)

=
log�

2

n
(l2 � k2) + (l � k)

o
+ (l � k) log(A=2C0):

On the other hand, since log jz1j � tk�1 and log jz2j � tl+1; we deduce from (5.18) the
estimates

k log� � log(log jz1j)� log(A=�) = X1 and

l log� � log(log jz2j)� log(B �) = X2:

So far, we have not used the assumptions in (5.20). We need them when we combine all
the estimates above in order to get the �nal conclusion. The quadratic polynomial P (x) =
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(log�)(x2 + x)=2 + x log(A=2C0) is increasing for x � x0 := �1=2� (log(A=2C0))= log�:
Therefore, it is enough to check that k � x0 and X2= log� � x0 in order to guarantee a
decreasing e�ect by replacement of k and l by X1= log� and X2= log�; respectively.
The condition k � x0 is equivalent to the inequality B�k � 2BC0=A

p
�; which is

implied by the �rst condition in (5.20) because log jz1j � B�k: The second condition can
be dealt with similarly.

6. Littlewood's theorem and its generalization

First of all, we give a simple principle which leads to Schottky's theorem and Littlewood-
type theorems. That is more or less standard, see [19] and [9], for example. Let f : D ! 

be a holomorphic function from the unit disk into a given hyperbolic domain 
 � C : Then,
by (1.1), we obtain

d
(f(0); f(z)) � dD (0; z) =
1

2
log

�
1 + jzj
1� jzj

�
= arctanh jzj:(6.1)

If, in addition, we have a lower estimate for d
(f(0); f(z)) in terms of jf(z)j; then we
would deduce a growth estimate for jf(z)j from (6.1).
The simplest case is Schottky's theorem. Indeed, we assume that 
 = C n f0; 1g and

f : D ! 
 satis�es jf(0)j = a: Let M = M(a; r) be the best possible constant so that
jf(z)j � M holds if jzj � r for any such f: Then, by Lemma 5.16, we obtain the inequality
�(jf(z)j)� �(a) � arctanh jzj � arctan r: Since the universal covering map of 
 attains
equality, we see the relation �(M) � �(a) = arctanh r: This sharp form of Schottky's
theorem was obtained by Hempel [9]. See also [10] for more concrete forms of Schottky's
theorem.
As direct applications of lower estimates for the hyperbolic distance obtained in the

previous section, we derive a few results analogous to Littlewood's theorem. Here, Little-
wood's theorem refers to the following result.

Theorem 6.2 (Littlewood's theorem [16]). Let k � 0 be an integer and c > 1 be a
constant. Suppose that a sequence a1; a2; : : : satis�es the conditions same as in Theorem
5.12 with constant c > 0: If a function f(z) = b0 + b1z + : : : is holomorphic and takes no
value an more than k times in the unit disk, then

jf(z)j � K1�(1� jzj)�;
where  = c(ja1j + 1)K2; � = maxf1; jb0j; jb1j; : : : ; jbkjg and K1 and K2 are constants
depending only on k:

Hayman [8] proved the above result in a sharper form when k = 0 with � = fjb0j; ja1jg;
 = �(c); K1 = e2c+6�(c) and �(c) = c=2(log(2c=�2)� 30=c) for c � c0 � 115:9; �(c) = 20
for c � c0: Our result below improves theirs in the case k = 0: J�arvi and Vuorinen [12]
proved a counterpart of Littlewood's theorem for quasiregular mappings.

Theorem 6.3. Let a1; a2; : : : be a sequence which satis�es the same conditions as in
Theorem 5.12 with constant c > 0: Suppose that f is a holomorphic function in the unit



18 TOSHIYUKI SUGAWA AND MATTI VUORINEN

disk D which omits all the values an; n = 0; 1; 2; : : : above. Then the inequality

jf(z)j � maxfjf(0)j; e�c=2ja1jg
�
1 + jzj
1� jzj

�1=2h(c=2)

holds for all z 2 D ; where h is the function described in (2.10).

Proof. We set � = maxfjf(0)j; e�c=2ja1jg and may assume that jf(z)j � �: If jf(0)j <
e�c=2ja1j; we pick up an intermediate point z0 from the line segment [0; z] so that jf(z0)j =
e�c=2ja1j: Otherwise, we set z0 = 0: By Theorem 5.12 and (1.1), we obtain

h(c=2)(log jf(z)j � log jf(z0)j) � d
(f(z); f(z0)) � dD (z; z0)

� dD (z; 0) =
1

2
log

�
1 + jzj
1� jzj

�
:

Since jf(z0)j = �; we obtain the required inequality.

In the same way, we could produce growth estimates when we are given lower estimates
for the hyperbolic density �
 by using Lemma 5.10. We remark that a related growth
estimate has been obtained by Zheng [24] under the assumption that jwj�
(w) � c for all
w 2 
:
We conclude this article with an application of Theorem 5.19 to this direction.

Theorem 6.4. Suppose that a sequence a0 = 0; a1; a2; : : : satisfy (5.18) with constants
A;B; �: If a function f holomorphic in D omits all the values an; n = 0; 1; : : : ; then

log+(log+ jf(z)j) �M +

s
(log�) log

�
1 + jzj
1� jzj

�
;

where M is a constant depending only on A; B; � and jf(0)j:
Hayman gave a similar assertion in [8, p. 166] without details.

Proof. We may assume that A � 2C0=
p
�; and therefore, 1=2 + log(A=2C0)= log� � 0:

Otherwise, taking the minimal k such that A�k � 2C0=
p
�; we discard a1; : : : ; ak and

renumber an+k by an: Then we can replace A by A�k in (5.18).
Let 
 = C n fa0; a1; : : : g: Fix �2 2 D and set z2 = f(�2): Put

� = maxfjf(0)j; exp(2AC0=B�); exp(B�)g:
Letting M � �; we may assume that jz2j � �: Take a point �1 from the line segment
[0; �2] so that jf(�1)j = � if � > jf(0)j: Otherwise, set �1 = 0: We put z1 = f(�1); then we
have jz1j � � � ja1j: We may further assume that

log jz2j � max

�
2BC0

p
�

A
;
B�2

A
log jz1j

�
:(6.5)

We now apply Theorem 5.19 to obtain

d := d
(z1; z2) � X2
2 �X1

2

2 log�
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where we have used the fact that the second term in the right-hand side in (5.21) is
non-negative because (6.5) implies X2 �X1 � 0: Hence,

log(log jz2j)� log(A=�) = X2 �
q
2d log�+X1

2:

Using d � dD (�1; �2) � dD (0; �2) = arctanh j�2j and the estimate
p
x + y � p

x + y=2
p
x;

we obtain the inequality

log(log jf(�2)j) �
s
(log�) log

�
1 + j�2j
1� j�2j

�
+

�
log(log jf(�1)j)� log(B�)

�2
2
q
(log�) log

�1+j�2j
1�j�2j

� + log(A=�):

In this way, the expected form has been obtained.
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